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Description
The workflows of many contemporary histopathology 
laboratories are being digitized. It is now possible to 
conduct research on the improvement or automation 
of clinical reporting and diagnosis. Deep learning-based 
current computer vision techniques can be used to 
create systems that can accurately identify diseases in 
slide photos. Data can be transformed and generated us-
ing generative modeling, a deep learning and machine 
learning approach. It can be used for a variety of tasks 
in digital pathology, including as removing colour and 
intensity artifacts, converting images from one domain 
to another, and creating synthetic digital tissue samples. 
This offers a background on the subject, takes into ac-
count these applications, and analyses the potential uses 
of generative models in histopathology in the future.
Clinical histopathology is undergoing an exhilarating 
paradigm shift, with many labs substituting high-reso-
lution scanners and expansive digital screens for con-
ventional microscopy. Digital images, as opposed to tra-
ditional slides, can be electronically shared, marked up 
at the same time by several pathologists, and evaluated 
automatically. 1 It is anticipated that the introduction of 
technology that automate and enhance diagnostic re-
porting into clinical practice will improve assessment 
capacity significantly and speed up the reporting pro-
cess. This article gives a quick overview of deep genera-
tive models, examines how they are now used in digital 
pathology, and speculates on how they might be used in 
the future. Deep generative models are discussed in re-
lation to the most cutting-edge deep learning methods 
for pathology and the issues that generative methods 
can resolve within a traditional pipeline in order to put 
this work into context. Before considering the potential 
role that generative models could play in automated his-
topathology, it is important to outline the usual machine 

learning workflow that is currently used in digital pa-
thology as well as some of the common problems that 
can impede subsequent reporting duties. Unrelated to 
pathology, taxonomy of five categories of data science 
tasks is organized: collect, scrub, investigate, model, and 
analyses. This model may be used to comprehend how 
machine learning is applied in digital pathology. Tissue 
is fixed, stained, and scanned to gather data that is then 
converted into a collection of full slide pictures. Then, in 
order to be used in the modeling stage, these photos are 
scrubbed, or pre-processed, to eliminate artifacts. This 
includes operations like patch creation, data augmen-
tation, and stain normalization. The resultant cleaned 
data are evaluated in the exploration phase, either au-
tomatically or manually, to choose an acceptable mod-
eling approach, such as a particular neural network de-
sign. The field of digital pathology may be of interest for 
a wide range of various diseases and tissue types. This 
makes trying every modeling approach, and in the case 
of ensemble learning, every potential combination of 
techniques, impossible. During the modeling stage, the 
machine learning system is taught and assessed. Human 
pathologists are supplied with the model’s predictions 
during the interpretation step, which may be employed 
for clinical or investigative work.
A deep generation of models
Before discussing how computer vision, deep learn-
ing, and generative modelling are used in a workflow 
for digital pathology, this section quickly presents the 
necessary vocabulary. First, an image filter, also known 
as a kernel, is a rectangular matrix that may be used to 
extract information, or features, from certain areas of 
a digital picture. A component-wise multiplication fol-
lowed by a sum operation called a dot product is used to 
apply a filter on a portion of the image that has the same 
dimensions. This procedure is known as a convolution 
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in computer vision. A new matrix, called a feature map, 
may be created by sliding the filter over the picture and 
applying convolution at each point. A model must be 
trained to detect increasingly complicated character-
istics; however, filters that recognize simple features, 

such as horizontal or vertical lines, can be manually cre-
ated. The most widely used machine learning techniques 
are neural networks. With the use of a convolutional 
neural network, image filters may be learnt from data 
rather than being directly coded.


